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Cybershuttle (CS) Local Agent

Cybershuttle (CS) Local Agent is a desktop client powered by Apache Airavata
middleware. It enables domain scientists, researchers, and students to seamlessly
execute their research workflows across a variety of resources, including local laptops,
remote computing resources, and cloud environments. Additionally, it facilitates
connections with multiple data locations of their choice, ensuring a smooth and efficient
research experience.

In this documentation, we provide detailed instructions for using the CS Local
Agent, specifically focusing on running Neuroscience Sleep Stage Transition
simulations and performing post-analysis tasks.

Download CS Local Agent

1. Visit https://testdrive.cybershuttle.org/

2. Create Cybershuttle testdrive account using your existing institutional credentials.

3. You will be given access to run remote computations on ACCESS resource,
Expanse.



https://testdrive.cybershuttle.org/
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Balance Local and Remote for
Streamlined Research with
Cybershuttle

Cybershuttle expertly balances local and remote computing, seamlessly
orchestrating tasks and data between machines. Schedule time-sensitive,
small tasks locally, and reserve compute-intensive tasks for powerful remote
HPC resources, with data transparently accessible everywhere. This
approach significantly enhances the efficiency of scientific workflows
compared to fully remote or fully local operations.
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4. Download Local Agent for you
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Download for Mac

Download for Win 64bit

Balance Local and Remote for oo e in 32
Streamlined Research with Cybershuttle

Cybershuttle expertly balances local and remote computing, seamlessly orchestrating tasks and
data between machines. Schedule time-sensitive, small tasks locally, and reserve compute-
intensive tasks for powerful remote HPC resources, with data transparently accessible
everywhere. This approach significantly enhances the efficiency of scientific workflows
compared to fully remote or fully local operations.
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Image - Cybershuttle Testdrive Web Portal

5. Install the Local Agent.

6. NOTE: When installing or Linux, Unzip the downloaded file install the
‘cybershuttle-local-agent’ from command line and adjust the permission with
chmod +x

Local Agent Login

1. After the installation open the Local Agent.



Clock
& Contacts

) Cybershuttle Local Agent
) Dictionary
(% Docker

Image - Open the Local Agent

[ ] [ ] cybershuttle-local-agent
©) Cybershuttle Local Agent v2.0.5

O Cybershuttle Local Agent

Docker is not running. Please make sure Docker is installed, launched, and
o running properly. If you don't have Docker installed, you can download it
from here.

Cybershuttle Local Agent, developed by the Cybershuttle project, empowers
researchers by providing seamless access to a comprehensive range of
computational resources. The agent bridges the gap between local, institutional,
and national-scale computing resources, enhancing productivity and collaboration
in scientific research. By integrating diverse computing environments into a unified
interface, Apache Airavata eliminates traditional barriers, enabling researchers to
focus on innovation and discovery.

Features

Connects local machines, lab servers, and workstations with remote HPC
resources and cloud services.

Automates the installation and execution of scientific software.
Facilitates collaboration among researchers across different locations.
Supports graphical interfaces, Jupyter Notebooks, and low-code Python
annotations.

Manages data transfer and synchronization between local and remote
environments.

Image - Local Agent without Docker

2. NOTE: Docker installation links are provided. The Login is disabled, if docker is
not running.
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O Cybershuttle Local Agent

Q Docker is running properly. You can now login.

Cybershuttle Local Agent, developed by the Cybershuttle project, empowers
researchers by providing seamless access to a comprehensive range of
computational resources. The agent bridges the gap between local, institutional,
and national-scale computing resources, enhancing productivity and collaboration
in scientific research. By integrating diverse computing environments into a unified
interface, Apache Airavata eliminates traditional barriers, enabling researchers to
focus on innovation and discovery.

Features

» Connects local machines, lab servers, and workstations with remote HPC
resources and cloud services.

¢ Automates the installation and execution of scientific software.

« Facilitates collaboration among researchers across different locations.

» Supports graphical interfaces, Jupyter Notebooks, and low-code Python
annotations.

* Manages data transfer and synchronization between local and remote
environments.

Image - Local Agent Home Page

3. Login with your institutional login through ClLogon

[ NON ] cybershuttle-local-agent
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O Cybershuttle Local Agent

Log in with your existing organizational login

Login with ClLogon

Back to home

Image - Login Page



auth?response_type=code&client_id=pgadredirect_uri=csagent%3A%2F%2Flogin-callback&scd
fauth? t de&client_id &redirect_uri t%3A%2F%2Flogi llback&

Open Cybershuttle Local Agent?

https://iam.scigap.org wants to open this application.

D Always allow iam.scigap.org to open links of this type in the associated app

Open Cybershuttle Local Agent

Image - Login Confirmation

4. Click “Open Cybershuttle Local Agent”
5. You will be prompted the ClLogon page for institutional login.
6. You are in the main workspace. For new users this space would be empty.

[ ] [ ] Cybershuttle Local Agent
O Cybershuttle Local Agent v2.0.6 Eroma Abeysinghe (eroma@gatech.edu), Log Out
Launch Local Apps () Show only Cybershuttle Containers

. NAME IMAGE STATUS PORTS ACTIONS
@ Local App Containers

Test-PEARC24-Container

D) 79576013137 airavata/airavata-jupyter-lab Up 52 minutes 6090:8888/tcp m m
PEARC-Test-Container X . . . i )
1) 7c3desas7beo dimuthuupe/airavata-jupyter-lab Exited (0) 11 hours ago 6080:8888/tcp m \E

Image - Local Agent View



Create a Container

1. From ‘Launch Local Apps’ select ‘Airavata Jupyter Lab’ to create a container for
local and remote executions.

[ XN ] Cybershuttle Local Agent
©) Cybershuttle Local Agent v2.0.6 Eroma Abeysinghe (eroma@gatech.edu), Log Out
Launch Local Select the program you want to run.
Apps
Local App -~ Airavata Jupyter
; =~ Lab
Containers

Allows for both remote and
local execution.

Image - Select to Create a Container

2. Provide the details; Name, Port.
3. Click ‘Start Jupyter Notebook’

Create a Jupyter Notebook

Container Name

Container name cannot have spaces. If blank, one will automatically be generated for you.
Port on Host Computer
6080
Usually, ports 6000 and up can be used. Two containers cannot run on the same port on the host machine.
Mount Location
[Users/eromaabeysinghe/csagent

Please do not edit this value, it will allow you to access remote servers.

Start Jupyter Notebook

Image - Creating the Container to Run a Notebook

4. When the Notebook is ready, you would be prompted with a notification.



( N ) Cybershuttle Local Agent
) Cybershuttle Local Agent v2.0.6 Eroma Abeysinghe (eroma@gatech.edu), Log Out
Launch Local Select the program you want to run.
Apps
° Local App @ Airavata Jupyter
Containers * Lab
Allows for both remote
and local execution.
Q Success
Notebook started successfully. It may take a few seconds for the
Docker is running program to show up.

Image - Notebook Notification

5. A separate window will open, you can select the already given notebook to run.
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[ ] [ ] sleep-transi... - JupyterLab
File Edit View Run Kernel Tabs Settings Help

).

o ] * c 4 Launcher X | [A sleep-transition-model-woiX | + %
B+ X 0O » m C » Markdown v Notebook [/ # Python 3 (ipykernel) O =
o l Filter files by name Q 5
8 / jupyter-notebook-examples / SI S T .. A I . (o] v aFi
v
— | Name " eep Stage Transition Analysis
B inputs Shago This Jupyter notebook will run simulations of the thalamocortical network model described in the paper "Cellular
* 8 sample-data Shago and neurochemical basis of sleep stages in the thalamocortical network" by Krishnan et al. The notebook guides
[0 LICENSE 5hago you through the process of setting up the environment, running the simulation, loading the output data, and
¥ README.md 5h ago performing various analyses to understand the transitions between different sleep stages.
O settings.ini 5h ago
[%] vaw-embedding... 5h ago Model Source Code

Cybershuttle will help you run the simulation code on remote HPC resources. But if you prefer, you can install it
locally. The simulation code is implemented in C++ and uses OpenMP for parallelism. You will need a C++
compiler and OpenMP support.

Cloning the Repository
Clone the repository to your local machine using the following command:
git clone https://github.com/bazhlab-ucsd/sleep-stage-transition.git
Building the Project
Navigate to the project directory and compile the code:

cd sleep-stage-transition
make network
make run

Running Simulations

The simulation parameters can be modified in the params.txt file. Adjust this file to set different levels of
neuromodulators and other parameters. Run the simulation with:

make run

Running the simulation code using Cybershuttle (Recomended)

Cybershuttle's Cybertune library simplifies the workflow of running parameter sweep simulations by automating
input file transfers, remote simulations, and output retrievals. We will first run an end to end single simulation.

from cybershuttle_tune.sdk import ExecutionContext
from cybershuttle_tune.sdk import ApplicationContext
from cybershuttle tune.sdk import TuneConfig

Simple 0O B 1 & Python 3 (ipykernel) | Idle Mode: Command & Ln1, Col1 sleep-transition-model-workflow.ipynb 1Q

Image - Sleep Code Transition Notebook for the Tutorial

End the Notebook

1. When the notebook executions are done, close the notebook.
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[ ] [ ] Cybershuttle Local Agent

O Cybershuttle Local Agent v2.0.6 Eroma Abeysinghe (eroma@gatech.edu), Log Out

B Launch Local Apps @ show only Cybershuttle Containers

. NAME IMAGE STATUS PORTS ACTIONS
@ Local App Containers

Test-PEARC24-Container . tajai ta-iuoyter-lab Un 55 J 6000:8886/t
D) c79576013137 airavata/airavata-jupyter-la p 55 seconds : cp Shen

PEARC-Test-Container . . X . )
T 7c3de8a07be0 dimuthuupe/airavata-jupyter-lab Exited (0) 12 hours ago 6080:8888/tcp m

Image - Stop the Running Container

2. Stop the container.

Contact

For further communications and collaborations on Cybershuttle,
use ARTISAN@groups.gatech.edu
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